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In artificial intelligence, one can distinguish two layers of knowledge rep-
resentation: On the one hand, there is the symbolic layer, where abstract
knowledge is represented in a structured, logic-based format. On the other
hand, there is the subsymbolic layer, where perceptual knowledge is stored
in a numeric way, e.g., in the form of weights within a neural network. Ulti-
mately, both approaches will have to be combined in order to arrive at a truly
integrated system. It is however still unclear how exactly to accomplish this.

The highly influential framework of conceptual spaces [2] proposes to
solve this problem by using an intermediate conceptual layer based on geo-
metric representations: One can identify abstract symbols from the symbolic
layer with regions in a high-dimensional space whose dimensions are based
on subsymbolic perceptual processing.

Although the framework offers an elegant geometric way of representing
conceptual knowledge, it does not provide concrete mechanisms that de-
scribe how the overall structure of the conceptual space and the concepts in
it can be learned. Concept formation [3], i.e., the process of incrementally
creating a meaningful hierarchical categorization of unlabeled data points,
can potentially fill this gap.

My research goal is to devise a concept formation process for the con-
ceptual spaces framework that discovers meaningful concepts in an unsuper-
vised way based on perceptual input. A successful implementation of such
a system requires three ingredients:
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1. A mathematical formalization of the conceptual spaces framework
which is both thorough and easily implementable.

2. A principled way of grounding the dimensions of a conceptual space
in subsymbolic perceptual processing.

3. A concept formation algorithm that groups points in the conceptual
space into meaningful regions.

In my talk, I will first introduce my mathematical formalization of the
conceptual spaces framework along with its implementation. This formal-
ization aims to represent correlations between domains (such as “red apples
are sweet and green apples are sour”) in a geometric way. I will illustrate
that convex sets prevent such a geometric representation of correlations,
whereas star-shaped sets do not. The proposed formalization includes not
only a parametrically describable class of star-shaped sets, but also a large
variety of operations on these sets.

Next, I will present my proposal for grounding the dimensions of a con-
ceptual space in subsymbolic perceptual processing. I propose to use neu-
ral networks like InfoGAN [1] or β-VAE [4] for learning the dimensions of
domains with an unclear internal structure (e.g., shape). These neural net-
works have been shown to extract meaningful features from unlabeled data
sets – meaningful features which can potentially serve as dimensions of a
conceptual space. I will illustrate this idea by some preliminary results
obtained so far.

Finally, I will sketch the envisioned concept formation process: I will
argue that an incremental clustering algorithm is needed and that my pro-
posed formalization is capable of supporting it. I will further argue that
language games [5] can provide valuable additional constraints for this clus-
tering process by enforcing a conceptualization that is grounded not only in
perception, but also in communication.
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